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1 Introduction

Neural machine translation (NMT), a new
approach to solving machine translation, has
achieved promising results®™. However, a
conventional NMT is limited when it comes
to larger vocabularies. This is because the
training complexity and decoding complexity
proportionally increase with the number of
target words. Words that are out of vocabulary
are represented by a single unknown token in

translations. The problem becomes more serious

when translating patent documents, which contain
several newly introduced technical terms.
There have been a number of related studies
that address the vocabulary limitation of NMT
systems. Among them. Luong et al.”™ proposed
annotating the occurrences of a target unknown
word token with positional information to track
its alignments, after which they replace the
tokens with their translations using simple word
dictionary lookup or identity copy. However,
this previous approach has limitations when

translating patent sentences. This is because



their method only focuses on addressing the

problem of unknown words even though the
words are parts of technical terms. It is cbvious
that a technical term should be considered
as one word that comprises components that
always have different meanings and translations
when they are used alone.

In this article, we present a method that enables
NMT to translate patent sentences with a large
vocabulary of technical terms. We use an NMT
model similar to that used by Bahdanau el al.!",
and train the NMT model on a bilingual corpus
in which the technical terms are replaced with
technical term tokens; this allows it to translate
most of the source sentences except technical
terms. Similar to Bahdanau et al.'”, we use it
as a decoder to translate source sentences
with technical term tokens and replace the
tokens with technical term translations using

statistical machine translation (SMT)®®,

2 Neural Machine Translation

NMT uses a single neural network trained jointly
to maximize the translation performance®!".
Given a source sentence x (x=x;, Xy) and target
sentence y (y=y,. ---Vi). an NMT model uses a
neural network to parameterize the conditional
distributions

P, | Ve X)
for 1<z<M. Consequently, it becomes possible
to compute and maximize the log probability of
the target sentence given the source sentence

as

ply|x)= % log(V; | Yz X)

In this article, we use an NMT model similar to
that used by Bahdanau et al.!”, which consists
of an encoder of a bidirectional long short-term
memory (LSTM) and another LSTM as decoder.

In the model of Bahdanau et al.!”, the encoder

consists of forward and backward LSTMs. The
forward LSTM reads the source sentence as
it is ordered (from x; to x,) and calculates a
sequence of forward hidden states, while the
backward LSTM reads the source sentence in
the reverse order (from X, to x;), resulting in
a seqguence of backward hidden states. The
decoder then predicts target words using not
only a recurrent hidden state and the previously
predicted word but also a context vector as
followings:
Pl Yer X)=8W;-1. S,-1. C2)

where s,_; is an LSTM hidden state of decoder,
and c, is a context vector computed from both
of the forward hidden states and backward hidden

states, for 1<z<M.

NMT with a Large Technical Term
Vocabulary

3.1 NMT Training after Replacing
Technical Term Pairs with Tokens
Figure 1 illustrates the procedure of the
training model with parallel patent sentence
pairs, wherein technical terms are replaced
with technical term tokens “TT,". “TT." ---.' In
the step 1 of Figure 1, we align the source
technical terms, which are automatically

extracted from the source sentences, with their

1 In this work, we approximately regard all the
Japanese compound nouns as source technical
terms. These Japanese compound nouns are
automatically extracted by simply concatenating
a seqguence of morphemes whose parts of speech
are either nouns, prefixes, suffixes, unknown
waords, numbers, or alphabetical characters. Here,
morpheme sequences starting or ending with
certain prefixes are inappropriate as Japanese
technical terms and are excluded. The sequences
that include symbols or numbers are also excluded.
In target side, on the other hand, we regard target
translations of extracted Japanese compound
nouns as target technical terms, where we do not
regard other target phrases as technical terms.
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1. aligning technical term
pairs by SMT translation model

2. replacing each aligned technical
term pair with an identical technical-
term token “TT{" (i=1, 2, ...)

Japanese sentence:

Y| /388/1=M=2#t/T B/
1 7 1

Japanese sentence with technical
emac/aA=yb/312/I3/1ES/%/TVIV /AR Dz—R term tokens “TT,”, “TT," :
T, /31Z/Ii/E%/’E/LTzB38/[:/?;%1%/73"6/07
L

3. training NMT translation
by NMT model (with
: = technical term tokens

Chinesesentence:

emac/E85T/3 12/ /1SS AR 45 /AFIRARD/ 385/,
L 7

Chipese sentence with tec\hnical
terym tokens “TT,”, “TT,”
U| TT, /312/%/(55/1RH4E/TT, /388/.

“TT,”,“TT,”, ...)

4

(cmac unit 312 provides a signal to the bridge interface 388.)

Figure 1

target translations in the target sentences.?
As shown in the step 2 of Figure 1, in each of
source-target parallel patent sentence pairs,
occurrences of technical term pairs {td, t;», {t&,
t2y, -, (t& t5 are then replaced with technical
term tokens TT,, TTy) . {TTo TTo), =+, {TT,
TT.. Technical term pairs {td. t;'y. {t&. t&). -,
(t&, t5 are numbered in the order of occurrence
of source technical terms t4 (i=1, 2, -+, k) in
each source sentence Ss. Here, note that in all
the parallel sentence pairs (S5 S;. technical
term tokens “TT,", “TT,", --- that are identical
throughout all the parallel sentence pairs are
used in this procedure. Therefore, for example, in
all the source patent sentences Sg, the source
technical term t4 which appears earlier than
other source technical terms in S, is replaced
with 7TT,. We then train the NMT system on a
bilingual corpus, in which the technical term
pairs is replaced by “T7T;” (i=1, 2, ---, k) tokens
and obtain an NMT model in which the technical
terms are represented as technical term

tokens.®

3.2 NMT Decoding and SMT Technical
Term Translation

Figure 2 illustrates the procedure for producing

2 Details of the procedure of identifying technical
term pairs in the bilingual corpus can be found in
the work of Long et al.[3].

3 We treat the NMT system as a black box, and the
strategy we present in this article could be applied
to any NMT system. [7][1]

(TT,312 provides a signal to the T7,388.)

NMT training after replacing technical term pairs with tokens “TT,”, “TT,”, -

target translations via decoding the source
sentence using the method presented in this
aritcle. In the step 1 of Figure 2, when given an
input source sentence, we first automatically
extract the technical terms and replace them
with the technical term tokens “T7; (i=1, 2, -,
k). Consequently, we have an input sentence in
which the technical term tokens “T7,” (i=1, 2,
-+, K) represent the positions of the technical
terms and a list of extracted source technical
terms. Next, as shown in the step 2-N of Figure
2, the source sentence with technical term
tokens is translated using the NMT model
trained according to the procedure described
in Section 3.1, whereas the extracted source
technical terms are translated using an SMT
phrase translation table in the step 2-S of
Figure 2. Finally, in the step 3. we replace the
technical term tokens “T7; (i=1, 2, -, k) of the
sentence translation with SMT the technical

term translations.

4 We use the translation with the highest probability
in the phrase translation table. When an input
source technical term has multiple translations
with the same highest probability or has no
translation in the phrase translation table, we
apply a compositional translation generation
approach, wherein target translation is generated
compositionally from the constituents of source
technical terms.



[ extracted Japanese technical terms ]

N

input Japanese sentence:

AVBYNTST)9/d/E]
BT/ B/ R/B/2/ D/
R/ 12/1% /R B8/ 14/ 1Y/
FHE/L/T/NS o
(The metal film|14 is interposed
between the cqntact plug 9d and the
element isolatipn insulating film 2.)

1. replacing them with
technical

TT, : AV539NT5T
(contact plug) 2-S. technical
TT, RF/5E /465 /18 term translation
(element isolation insulating film by pTrase
— translation
17; &R/ table of SMT.
metal film)
input Japanese sentence
with technical term tokens 2-N. decoding by
‘T, “TT,", ...: NMT translation

term tokens

TT, /9/d/&/ TT, [2/D/FE/1Z/1% model (with

“TT,”, “TT,", ... [ TT; 18/ 55/ NFE/LIT/\NB o 7
(The T'T; 14 isinterposed between the TT;

9d and the 77, 2.)

Figure 2 NMT decoding with technical term tokens

4 Evaluation

4.1 Patent Documents
Japanese-Chinese parallel patent documents
were collected from the Japanese patent
documents published by the Japanese Patent
Office (JPO) during 2004-2012 and the
Chinese patent documents published by the
State Intellectual Property Office of the People's
Republic of China (SIPO) during 2005-2010.
From the collected documents, we extracted
312,492 patent families, and the method of
Uchiyama and Isahara® was applied® to the
text of the extracted patent families to align
the Japanese and Chinese sentences. The
Japanese sentences were segmented into a
sequence of morphemes using the Japanese
morphological analyzer MeCab® with the morpheme
lexicon IPAdic.” and the Chinese sentences were
segmented into a sequence of words using
the Chinese morphological analyzer Stanford
Word Segment!'? trained using the Chinese
Penn Treebank. In this study, Japanese-Chinese
parallel patent sentence pairs were ordered in
descending order of sentence-alignment score

and we used the topmost 2.8M pairs, whose

5 Herein, we used a Japanese-Chinese translation
lexicon comprising around 170,000 Chinese
entries.

6 http://mecab.sourceforge.net/
7 http://sourceforge.jp/projects/ipadic/

[ Chinese translation of technical terms ]

TT, : /i
TT, : T/ /485 /58

\ 3. replacing
technical term
Chinese translation with tokens “TTy”, output Chinese translation:
Technical term tokens “TT,”, ... with .
“TT", “TT,", ...: technical term _E/[ EM[E%/Q/d/;E/
H&/TT,/9/d/F0/TT,/2/Z |—— translation by ¥ Si5 %
18)/S2/%/TT,/14/. SMT ZiB)/E/E/EBIE/14/,

“TT. (i=1, 2, -, k) and SMT technical term

Japanese sentences contain fewer than 40
morphemes and Chinese sentences contain
fewer than 40 words.®

Japanese-English patent documents are
provided in the NTCIR-7 workshop!"", which
are collected from the 10 years of unexamined
Japanese patent applications published by the
Japanese Patent Office (JPO) and the 10 years
patent grant data published by the U.S. Patent
Trademark Office (USPTO) in 1993-2000.
The numbers of documents are approximately
3,500,000 for Japanese and 1,300,000 for
English. From these document sets, patent
families are automatically extracted and the fields
of "“Background of the Invention” and “Detailed
Description of the Preferred Embodiments”
are selected. Then, the method of Uchiyama

! is applied to the text of those

and Isahara®
fields, and Japanese and English sentences
are aligned. The Japanese sentences were
segmented into a sequence of morphemes
using the Japanese morphological analyzer
MeCab with the morpheme lexicon IPAdic.

Similar to the case of Japanese-Chinese patent

8 It is expected that our NMT model can improve
the baseline NMT without our technigue when
translating longer sentences that contain more
than 40 morphemes / words. It is because the
approach of replacing phrases with tokens also
shortens the input sentences, expected to
contribute to solving the weakness of NMT model
when translating long sentences.
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documents, in this study, out of the provided

1.8M Japanese-English parallel sentences,
1.1M parallel sentences whose Japanese
sentences contain fewer than 40 morphemes
and English sentences contain fewer than 40

words are used.

4.2 Training and Test Sets

We evaluated the effectiveness of the NMT
model presented in this article at translating
parallel patent sentences described in Section
4.1. Among the selected parallel sentence
pairs, we randomly extracted 1,000 sentence
pairs for the test set and 1,000 sentence pairs
for the validation set; the remaining sentence
pairs were used for the training set. Table 1

shows statistics of the datasets.

Table 1 Statistics of datasets

training |validation| test
set set set

2.877.178 1.000/| 1.000
1.167.198 1.000| 1.000

ja <> ch
ja < en

4.3 Training Details

For the training of the SMT model, including
the word alignment and the phrase translation
table, we used Moses™, a toolkit for phrase-
based SMT models. We trained the SMT
model on the training set and tuned it with the
validation set.

For the training of the NMT model, our training
procedure and hyperparameter choices were
similar to those of Bahdanau et al.l'’. The
encoder consists of forward and backward deep
LSTM neural networks each consisting of three
layers, with 512 cells in each layer. The decoder
is a three-layer deep LSTM with 512 cells in
each layer. Both the source vocabulary and
the target vocabulary are limited to the 40K
most-frequently used morphemes/words in the

training set. The size of the word embedding

was set to 512. We ensured that all sentences

in a minibatch were roughly the same length.

Further training details are given below:

(1) We set the size of a minibatch to 128.

(2) All of the LSTM’s parameter were initialized
with a uniform distribution ranging between
—0.06 and 0.06.

(8) We used the stochastic gradient descent,
beginning at a fixed learning rate of 1. We
trained our model for a total of 10 epochs,
and we began to halve the learning rate
every epoch after the first seven epochs.

(4) Similar to Sutskever et al.”®, we rescaled the
normalized gradient to ensure that its norm
does not exceed b.

We trained the NMT model on the training set.

The training time was around two days when

using the described parameters on a 1-GPU

machine.

4.4 Evaluation Results

We calculated automatic evaluation scores
for the translation results using a metric
called BLEU"". As shown in Table 2, we report
the evaluation scores, on the basis of the
translations by Moses'™, as the baseline SMT.?
and the scores based on translations produced
by the equivalent NMT system without our
approach as the baseline NMT. As shown in
Table 2, our NMT systems clearly improve the
translation guality when compared with the
baselines. When compared with the baseline
SMT, the performance gain of our system is
approximately 6.1 BLEU points when translating
Japanese into Chinese and 8.4 BLEU when
translating Japanese into English. When compared
with the result of decoding with the baseline
NMT, our NMT system achieved performance

gains of 2.1 BLEU points when translating

9 We train the SMT system on the same training set
and tune it with the validation set.



Table 2 Automatic evaluation results (BLEU)

System ja—chl|ja—en
Baseline SMT#? 525 | 323
Baseline NMT 56.5 39.9

NMT with PosUnk model™ | 56.9 | 40.1

NMT with technical term
translation by SMT

58.6 | 40.7

Table 3 Human evaluation results [PE: Pairwise Evaluation
(scores range from —100 to 100) and JAE: JPO
Adequacy Evaluation (scores range from 1 to 5)]

System ja—ch ja—en
PE |JAE| PE |JAE

Baseline SMT? - |35 — |31
Baseline NMT 23014221039

NMT with technical term
translation by SMT

NMT with PosUnk model® | 37.0 | 45 | 33.5 | 4.1

305|143 |295|4.0

Japanese into Chinese, and 0.8 BLEU points
when translating Japanese into English.

Furthermore, we quantitatively compared our
study with the work of Luong et al.®. As the
result shown in Table 2, compared with the NMT
system with PosUnk model that is proposed
as the best model by Luong et al.®™, our NMT
system achieves performance gains of 1.7
BLEU points when translating Japanese into
Chinese and 0.6 BLEU points when translating
Japanese into English.

In this study, we also conducted two types
of human evaluation according to Nakazawa
et al.”®: pairwise evaluation and JPO adequacy
evaluation.'® Table 3 shows the results of the
human evaluation for the baseline SMT, the
baseline NMT, the NMT system with PosUnk™
and our NMT system. We observed that our
systems achieved the best performance for
both pairwise evaluation and JPO adeguacy

evaluation.

10 https://www.jp0.g0.jp/shiryou/toushin/chousa/
pdf/tokkyohonyaku_hyouka/O1.pdf (in Japanese)

5 Conclusion

In this article, we presented an NMT method
capable of translating patent sentences with a
large vocabulary of technical terms by training
an NMT system on a bilingual corpus, wherein
technical terms are replaced with technical term
tokens. For the translation of Japanese patent
sentences, we observed that our NMT system
performs better than the phrase-based SMT
system as well as the equivalent NMT system

without our approach.
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SMT [CKDAEFTLU—XEEREDHAICEKD
—a1—3F)bRybO—IMEIER (3ER)

Takehito Utsuro, Zi Long, Ryuichiro Kimura, Mikio Yamamoto

T, EROMETHIHMEIER (Statistic Machine
Translation ; SMT) [CKH>T, Za—3)Ibxv
bD— 2w BEIER (Nerual Machine Translation ;
NMT) EFILABEAICHIREINTWVS. NMT (&, [RE
BEXEZEEERNT MINEHRLU, ZTOEERNT MLb
SENSBENZENT DI, BEHRNERDIIRICIES
([CENTHD, SMT Z LEISEERBEZZER LTS
LA UIED'S, NMT DFERO—DEULT, MADER
([CBRDDBDRHIHAOSNTVSD. BEAMICIF, IRDES
DY A ZDEHMICHEL, NMT EFILDFIERS KOEIR
([CETHRENMET ROREBEELE O TS,

NMT [CBWVCIE, BREZEICSFNTCOEVEREE
RAFE S—O 2V EUTHEAENDICD, TNHBRERER
3. I T, TNZFETICH, NMT B R D EBEDIRIE
FIARTDARCOVTHEATONTE L. Xk ™
Tl&, FIRARERXICHIT BB IHDIFRICEDNT,
BEHEICZFNTUVRVRAIZREZ, 2EBOI
BREFECED b= VICBE]A &, NMT O
FZITOARNERELUC. COAKCTIE, BAXICEF
Nfe b= D SRAFBHIMNINT DIREFDHEEBZHTE
U, TORGEICETWA D EICKDT, NMT DHEA
XICBWVWCTHENTRERE L DERDFRZIA L. L
U, Xt ™ 0rs, S#EEM COERREDILAK(C
EEFDRNB/RCHolc. TDFRDIck, EAEFEIC
KO TR SN D BEFIHENLSHS TN DEIR
BEDHEICBWVWTIFRRND o 1.

L EOBERODHET, AETlF, FFENRE U
Za1—3SIbxRY FI—=O8ERICBENT, KRIEBFIAE
BERICHINT AR P (CDOVNTIHND. AHRICH
W, FIEANERXICBWVLTCEPIAERD—SENIN
DIEFRZINEL, —S5EE THINAHDEFIAFEN TN
ZE—D b—O VICEE]RA 2%, NMT OFIlfEZ1T.
AARICKDIFAXDOEERIFICIE, FPIHEBEUSNDERD
[ UTIFE, NMT EFIVICKDIRIERDESN, —
7, SFRAEBDICHULTE, SMT EFIVICKDEIR
WEEND. AARZRAWVEWVERED NMT ETILE,
AHXEDE THRBEDHEBZITOIER, AARIC

KO THEREID NMT EFILOEERBEENNET D &
PCES.

22

FRTHRREHRICBNTIE, BARBHFERERE
(Japio) KOREFELTEVEZNTY FIT7ZU—D
F—5ZRAS Y TRV, BRSMICEHOEERTY.
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